CHAPTER 10 Troubleshooting

Mistakes made in setting up a problem for CFL3D are (hopefully) diagnosed by the
codes error checks. The error messages, which are printed to unit 11 should be clear
enough so that the user can easily identify and remedy the problem. This chapter contains
a fav general tips based on common user errors.

Unfortunately it is sometimes the case with CFL3D (as witly @D code) that the
code blaovs up, @en though the user has apparently dorm@eyehing right. Br example, if
the code tries to calculate agative square root, it will bomb with a floating point error
What to do in such cases isvee clear and is often more of an art form than a science.
Listed belov are some things to try and/or look for whexperiencing dificulty with
CFL3D (when it blavs up for no easily-apparent reason). These limited suggestions for
what to try when problems occur are based in part on the codpers’ eperiences
and in part on what is heard from the user community:

1. When the code ges the message “g&tive wolume” or blavs up (end-of-file) when
trying to read the grid, check the folling:

(a) Be sure the grid is written correctlysing the right-hand rule (see “The Right-
Hand Rule” on pagé7) for bothx,y,z andi, j, k. Either CFL3D format or
PLOT3D/TLNS3D format may be used. See “Grid File” on p&§dor a descrip-
tion of the tvwo formats. Remember to s&jrid > 0 for CFL3D format andgrid <
0 for PLOI3D/TLNS3D format.

(b) Check the grid near the point where thgai®e wlume is indicated. Maksure
there are no grid lines that cross or are positioned incorrectly

(c) When running on a erkstation, be sure to use the necessary precision for arrays
(mary turbulent grids are too fine to use single precision).

(d) Be consistent with the precision between the grid and the code (i.e., the grid must
be created in double precision if the CFL3D code is “made” thgj.w

2. Check the grid. It seems that 95% of the time, the problem is with the gaaniich
stretching too quicklypoor “quality”, badly-skwed cells, etc. can all cause problems.
Also be sure that the grahd all its coaser leselsare of a reasonable size (when using
multigrid, a coarser grid \el should not béoo coarse).

3. Be sure that the correct direction (eitlzeor y) is “up” according to the type of grid
being used. See “Grid File” on pag8.
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4. If problems occur when starting a run for ery laige grid, debgging on a coarser
grid is recommended. Unfortunatelyinning on a coarser gridvid using themseq
flag still requires a lgre percentage of the full amount of memd@gcause this can be
frustratingly slev for very big grids, the use of the folling tools, found in th&ool s
subdirectory (see “The Code and Supplementary Files” onagerecommended:

everyot herp3d. f — reads a PLD3D grid and writes out a coarsevéey other grid
point) grid

v5i npdoubhal f. f — reads a CFL3D input file and creates @ mgput file applicable
for either half or double the number of grid points

After emplg/ing these tools to create a smaller grid and the corresponding input file,
rerunpr ecf | 3d on the ne input file and then recompile CFL3D and dglihe prob-

lem on the coarser grid. The required memory will be substantially smaller than that
necessary for the original grid.

5. Be sure to s& a cop of the original coddefore making ag modifications. If an
error is made, the nasion can be compared with the originarsion to aid with
delugging. If additional subroutines are added, be susedheadded correctly to the
malefile. If they are merely “tackd on” to the bginning of line 2 in the maKile, then
they will not necessarily be recompiled correctly when1. h, etc. are changed.

6. Peruse the output files early in the computation toensake that themale sense. ¢t
example, if part of the grid is in motion, is it maog at the correct speed and in the
expected direction? Do the results “look” agpected? ®Wluable CPU time can be
saved by not running erroneous calculations for hundreds of iterations.

7. Check to ma& sure the boundary conditions are implemented corrddtly includes
all 1-to-1 and patched intedes. br 1-to-1 boundaries, look for “mismatch” in the
output files for the “geometric mismatches” that may be a source of Enese num-
bers should all be close to zero. Small mismatches may be acceptaldayd mis-
matches (O(1)) most lddy indicate that one of the gmaents on the block boundary
has been specified incorrectty possibly backards. or patched orerlapped inter-
faces, it is quite a bit more fidult to assure alid communication stencils. Check all
outputs from ronnie for patched grids and from MaGGiE farlapped grids.

8. Try lowering the CFL number significantly initially and allmg it to “creep” up as
the solution progresses. Unless the grictaly bad, the CFL number should notvka
to be set belw 0.1 @t = -0.1). Sometimes it may be necessaryetnainat lov CFL
numbers for particularly ditult problems. The optimum CFL number to run at is
generally around 5 = —5.0), for most problems on decent grids.

9. Make sure thexecutable is appropriate for the input file, particularly i ahanges
have been made todr to the grid since the pr®us run. Rurpr ecf | 3d to male sure
the dimensioning is correct in thel *. h files. If precf1 3d changes them, CFL3D
must be recompiled.

10.Try emplgying mesh sequencing. Mampeople hae found this to be beneficial for
tough problems! & a description of mesh sequencing, see “Mesh Sequencing” on
pagel34.
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11.Peruse all output files (there are a lot of them!) for elmes as to what might be
wrong.

12.Try restarting from a less difult, corverged case on the same gridr Example, run
and conerge the configuration @lpha = 0 first; then restart at the higherore difi-
cult angle of attackor Mach number or whater).

13.Whenreally desperate, try running with first order in space f@hige (nitfo = ncyo),
then restart with third order from that.,@ny using second orderk@gpO = -1) rather
than third orderrkap0O = +0.333333).

14. If multigrid is being used, try turning multigridfdbr a short time. If multigrid isot
being used, turn ion! In general, for steady-state problems, multigrid should defi-
nitely be used. See “Multigrid” on pad@5 for instructions.

15.Be sure to use the latestrgion of the code (as of Nember 1996, &fsion 5.0).

16.There only seems to be sporadic success wagmngidiag, ifds, oriflim. In general,
if trouble arises when the deilt values are used for thesariables, then trouble will
occur @en if they are altered. There are of courseeptions. Br example, often
hypersonic flav cases run more successfully with flusetor splitting idiag = 0).
Also, sometimes, if a particular configuration is guaally stable (i.e., on the brink of
going unsteady), then fluxeetor splitting, which has more inherent dissipation than
flux-difference splitting, may yield a steady solution while flufedénce splitting
may go unsteadyWhat this means, a@ver, is unclearsince it may be that the real
physics of the flav shouldgo unsteadyPresumably in such a case, if the grid is refined
extensvely, even flux-\ector splitting should probably go unsteady

17.There is little recenbtgerience with this, it experimentation can be made witgam
(type of multigrid gcle), mitL (number of iterations on each multigridséd), and
mglevg (the number of multigrid ieels).

18. Another feature that is rarely usedt bould be gperimented with is residual correc-
tion and/or smoothing with multigrid. Sestsc and/orissr to 1. (Zero is the datilt.)
These parameters\yebeen knan, in isolated instances (particularly forpersonic
cases), to cause a “bombing” solution torkv In fact, some users turn residual correc-
tion and smoothingn as dedult. This isnot recommended heever because, for the
majority of cases the codewddopers hee seen, these parameters seem to hurt more
than help. It probably depends a lot on the type of configuration or case being run.

19.Try running a diferent turlulence model that is more nadt (Baldwin-Lomax and
Spalart-Allmaras are probably the mostusibof the models). Then restart the case
from this conerged solution using the desired model.

20.Monitorcfl 3d. turres. Malke sure there are either no or relaly few nneg values.
Make sure the residual of the tutbnt equations is not goingp gradually @er time
rather than dan. If there are problems, try settihgct or lower in the appropriate
turbulent model subroutine (such as subroutip& art when using the Spalart-All-
maras turblence model).

21.Sometimes the order of the indices in the grid canenzalliference, since the code
performs the approximatedtorization (AF) in a particular ordeExperience has
shawvn that it is usually best to let tipgimary viscous direction (if there is one), such
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as the direction normal to the wing sagé, be thé direction. Eentually at steady-
state, the answer should be the sangartdess of the indedirections, ot hav well

the code corerges to the steady state can unfortunately sometimes be influenced by
the choice.

22.When restarting and switching tulbnce models, it is sometimes necessatryeast
temporarily to lover the CFL number or time step to get they selution going. After
a time, the CFL number or time step may then haxijped up” to the desiredvel.

23.Hypersonic cases can often bdidiflt to start. Some suggestions are:

(a) Start with a ery lov CFL number (on the order of 0.1) and run for a while, then
later ramp it up.

(b) Use mesh sequencing.

(c) Use flux-\ector splitting i(fds = 0), at least in the lgening.

(d) Restart from a pre@ous similar solution.

(e) Experiment with aryingmitL (number of iterations on each multigridéd).

24.1f the residuals near patched boundaries are high (particularly when the grid sizes are
very different near the patch), try replacing calls @2 with calls toi nt 3 instead
(i nt 3 emplogys gradient limiting on the patch stencil).
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